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Notes

Not depth-first, but bread-first

Initial Selection of ~150 papers, then down to 10  (dense prediction, learning to learn, new directions…)

I select some papers based on high reviewer scores: Link

ICLR 2023 is in May 2023 | 5000 submissions, 1000 accepted

https://guoqiangwei.xyz/iclr2023_stats/iclr2023_submissions.html


Dense Prediction



UNIFIED-IO: A UNIFIED MODEL FOR VISION, LANGUAGE, AND 
MULTI-MODAL TASKS

What: Process vision, vision-and-language, speech and NLP with the SAME backbone!

https://openreview.net/pdf?id=E01k9048soZ
https://openreview.net/pdf?id=E01k9048soZ


UNIFIED-IO: A UNIFIED MODEL FOR VISION, LANGUAGE, AND 
MULTI-MODAL TASKS

How: 1) Map all input-output into discrete token sequence, 2) Process with Transformer, 3) Decode. 

https://openreview.net/pdf?id=E01k9048soZ
https://openreview.net/pdf?id=E01k9048soZ


UNIVERSAL FEW-SHOT LEARNING OF DENSE PREDICTION TASKS 

What: Train a single model to solve 10 dense prediction tasks simultaneously, with only few-shots

SS: Semantic Segmentation

SN: Surface Normal

TE: Texture Edge

OE: Occlusion Edge

K2: Keypoints

RS: Reshading

https://openreview.net/pdf?id=88nT0j5jAn


UNIVERSAL FEW-SHOT LEARNING OF DENSE PREDICTION TASKS 

How: Train an image encoder + label encoder | Learn to match image patches to label patches (tokens). 

https://openreview.net/pdf?id=88nT0j5jAn


VISION TRANSFORMER ADAPTER FOR DENSE PREDICTIONS

What: Do not train separate transformers for recognition (ViT)/localization(Swin), adapt a plain ViT instead.

https://openreview.net/pdf?id=plKu2GByCNW


VISION TRANSFORMER ADAPTER FOR DENSE PREDICTIONS

How: Include several blocks to plain ViT (spatial prior module, Extractor/Injector) to perform localization.

https://openreview.net/pdf?id=plKu2GByCNW


PUSHING THE LIMITS OF FEW-SHOT ANOMALY DETECTION IN 
INDUSTRY VISION: GRAPHCORE

What: For visual anomaly detection, reduce the need for high-volume of normal (non-defect) examples. 

https://openreview.net/pdf?id=xzmqxHdZAwO
https://openreview.net/pdf?id=xzmqxHdZAwO


PUSHING THE LIMITS OF FEW-SHOT ANOMALY DETECTION IN 
INDUSTRY VISION: GRAPHCORE

How: Isometric Invariant GNN is strongly invariant to different rotations of the same patch. 

https://openreview.net/pdf?id=xzmqxHdZAwO
https://openreview.net/pdf?id=xzmqxHdZAwO


Learning to Learn and Adapt



TOKEN MERGING: YOUR VIT BUT FASTER

What: Learn to group similar tokens in a pre-trained ViT to save inference time without any further training.

https://research.facebook.com/blog/2023/2/token-merging-your-vit-but-faster/


TOKEN MERGING: YOUR VIT BUT FASTER

How: Measure pairwise similarities across patches -> Merge those with similar features. 

https://research.facebook.com/blog/2023/2/token-merging-your-vit-but-faster/


LEARNING TO GROW PRETRAINED MODELS FOR EFFICIENT 
TRANSFORMER TRAINING

What: Learning to initialize a bigger Transformer with much smaller Transformer (both in depth/width). 

https://openreview.net/pdf?id=cDYRS5iZ16f
https://openreview.net/pdf?id=cDYRS5iZ16f


LEARNING TO GROW PRETRAINED MODELS FOR EFFICIENT 
TRANSFORMER TRAINING

How: With this learned initialization, a bigger model can be trained 50% faster (12 hours vs. 24 hours). 

https://openreview.net/pdf?id=cDYRS5iZ16f
https://openreview.net/pdf?id=cDYRS5iZ16f


LEARNING TO PREDICT PARAMETER FOR UNSEEN DATA

What: Train a hyper-network to generate the weights of another network based on the incoming dataset.  

https://openreview.net/pdf?id=6FEULL9vSUt


Novel Ideas



UNDERSTANDING SELF-SUPERVISED PRETRAINING WITH 
PART-AWARE REPRESENTATION LEARNING

What: Self-supervised learning models either: 1) Part-to-whole, 2) Whole-to-part representations.

Contrastive Self-Supervised Learning

Masked Image Modelling for Self-Supervised Learning

https://openreview.net/pdf?id=3tYvDb4dwab
https://openreview.net/pdf?id=3tYvDb4dwab


UNDERSTANDING SELF-SUPERVISED PRETRAINING WITH 
PART-AWARE REPRESENTATION LEARNING

How: See how encoded representation focuses on the same part/projected representation other parts. 

https://openreview.net/pdf?id=3tYvDb4dwab
https://openreview.net/pdf?id=3tYvDb4dwab


LANGUAGE MODELLING WITH PIXELS 

What: Instead of encoding language as distinct word tokens, just turn them into an image. 

https://openreview.net/pdf?id=FkSp8VW8RjH


Image as Set of Points 

What: Instead of processing an input image point-by-point, group similar pixels, and jointly process groups. 

https://openreview.net/pdf?id=awnvqZja69


Image as Set of Points 

How: No convolution | No attention | Only clustering blocks  + MLP layers | On par performance. 

https://openreview.net/pdf?id=awnvqZja69


Image as Set of Points 

How: See how CoC learns to group (cluster) similar patches together (duck-to-duck, grass-to-grass, etc.)

https://openreview.net/pdf?id=awnvqZja69


Discussion

Unification of tasks/models: Converging to single model for all/many tasks?

Converging to Transformer-like architectures? 

Training networks to generate (data-specific) networks/weights rather than directly tackling tasks?

Check out my ICLR’22 Potpourri also (time goes too fast): Link

Reach out for: Clarifications, Research ideas, Anything: kilickayamert@gmail.com, https://kilickaya.github.io/

https://kilickaya.github.io/resume/iclr22.pdf
mailto:kilickayamert@gmail.com

