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1 FINE-TUNING CAN DISTORT PRETRAINED FEATURES AND UNDERPERFORM 
OUT-OF-DISTRIBUTION

~Pre-Training~

Don’t insert a random classifier to a pre-trained network. First, linear probe, then fine-tune the rest. 

https://openreview.net/pdf?id=UYneFzXSJWh
https://openreview.net/pdf?id=UYneFzXSJWh


2 SIMVLM: SIMPLE VISUAL LANGUAGE MODEL PRETRAINING WITH WEAK SUPERVISION

~Pre-Training~

Simply predicting next tokens, given either i) previous tokens, ii) previous tokens + image works best.

https://arxiv.org/pdf/2108.10904.pdf


3 RETHINKING SUPERVISED PRE-TRAINING FOR BETTER DOWNSTREAM TRANSFERRING

~Pre-Training~

Discover sub-clusters of the same object (i.e. [helmet-action] vs. [helmet-static]).

Exhibits even better transferability than self-supervision.

https://arxiv.org/pdf/2110.06014.pdf
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1 Efficient Self-supervised Vision Transformers for Representation Learning

~Vision Transformers~

a) Feed different views of the same input to ViT, b) Match patch-level features across two views.

https://arxiv.org/pdf/2106.09785.pdf


2 WHEN VISION TRANSFORMERS OUTPERFORM RESNETS WITHOUT PRE-TRAINING OR 
STRONG DATA AUGMENTATIONS

~Vision Transformers~

If you simply smooth loss landscape of ViTs, then you don’t need JFT-300M or heavier augmentations.

https://arxiv.org/pdf/2106.01548.pdf
https://arxiv.org/pdf/2106.01548.pdf


3 HOW DO VISION TRANSFORMERS WORK?

~Vision Transformers~

Same conclusion! If you smoothify ViT loss landscape with SAM, it improves. 

https://arxiv.org/pdf/2202.06709.pdf


~Vision Transformers~

COSFORMER : RETHINKING SOFTMAX IN ATTENTION

VITGAN: TRAINING GANS WITH VISION TRANSFORMERS

AUTO-SCALING VISION TRANSFORMERS WITHOUT TRAINING

SPARSE DETR: EFFICIENT END-TO-END OBJECT DETECTION WITH LEARNABLE SPARSITY

4

5

6

7

https://openreview.net/pdf?id=Bl8CQrx2Up4
https://openreview.net/pdf?id=dwg5rXg1WS_
https://openreview.net/pdf?id=H94a1_Pyr-6
https://arxiv.org/pdf/2111.14330.pdf
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1 VICREG: VARIANCE-INVARIANCE-COVARIANCE REGULARIZATION FOR SELF-SUPERVISED 
LEARNING (Bardes, Ponce, LeCun)

~Self-supervised Learning~

Variance:          Force feature dimensions to maintain a certain variability.

Co-Variance:     Force de-correlated features across batch.

In-Variance:      Force features of different view to be as similar as possible.

https://arxiv.org/pdf/2105.04906.pdf
https://arxiv.org/pdf/2105.04906.pdf


2 EQUIVARIANT CONTRASTIVE LEARNING

~Self-supervised Learning~

Forcing the network to retain only rotation variation (while ignoring others) helps significantly.

https://openreview.net/pdf?id=gKLAAfiytI


3 CHAOS IS A LADDER: A NEW THEORETICAL UNDERSTANDING OF CONTRASTIVE LEARNING VIA 
AUGMENTATION OVERLAP

~Self-supervised Learning~

4 DISENTANGLING PROPERTIES OF CONTRASTIVE METHODS

Theoretical work that blew my mind. 

Contrastive learning factorizes different input variations (light, color, rotation) into separate channels.

https://openreview.net/pdf?id=ECvgmYVyeUz
https://openreview.net/pdf?id=ECvgmYVyeUz
https://openreview.net/pdf?id=dzZQEvQ6dRK
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1

Self-supervised backbones are much better continual learners (they forget less).

~Continual Learning~
REPRESENTATIONAL CONTINUITY FOR UNSUPERVISED CONTINUAL LEARNING

https://openreview.net/pdf?id=9Hrka5PA7LW


Significant drop in forgetting in comparison to supervised (standard) continual learning.

1

~Continual Learning~
REPRESENTATIONAL CONTINUITY FOR UNSUPERVISED CONTINUAL LEARNING

https://openreview.net/pdf?id=9Hrka5PA7LW


Bigger backbones forget less, with the help of: 1) Supervised, 2) Self-supervised pre-training

2

~Continual Learning~
EFFECT OF MODEL AND PRETRAINING SCALE ON CATASTROPHIC FORGETTING IN NEURAL NETWORKS

https://openreview.net/pdf?id=GhVS8_yPeEa


3

Label + Self-supervision drastically improves visual reinforcement learning.

~Continual Learning~

Task-Induced Representation Learning

https://openreview.net/pdf?id=OzyXtIZAzFv
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Sampling in-between exemplars during meta-training (slightly) mitigates over-fitting (MAML and ProtoNet)

1
META-LEARNING WITH FEWER TASKS THROUGH TASK INTERPOLATION

~Meta Learning~

https://openreview.net/pdf?id=ajXWF7bVR8d


2 HOW TO TRAIN YOUR MAML TO EXCEL IN FEW-SHOT CLASSIFICATION

~Meta Learning~

Initialize the inner loop (class-specific params) with all the same parameter (not separately).

https://arxiv.org/pdf/2106.16245.pdf


3 MAML IS A NOISY CONTRASTIVE LEARNER IN CLASSIFICATION

~Meta Learning~

Training MAML is equivalent of supervised contrastive learning (bridging gap to metric learning).

https://arxiv.org/pdf/2106.15367.pdf


4 CURRICULUM LEARNING AS A TOOL TO UNCOVER LEARNING PRINCIPLES IN THE BRAIN

~Meta Learning~

5 LEARNING META-FEATURES FOR AUTOML

6 TASK RELATEDNESS-BASED GENERALIZATION BOUNDS FOR META LEARNING

https://openreview.net/pdf?id=TpJMvo0_pu-
https://openreview.net/pdf?id=DTkEfj0Ygb8
https://openreview.net/pdf?id=A3HHaEdqAJL
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A learner observes: 1) Unlabeled examples of seen classes, 2) Unlabeled examples of unseen classes.

1

~Novel Tasks~
OPEN-WORLD SEMI-SUPERVISED LEARNING

https://openreview.net/pdf?id=6VhmvP7XZue


The learner observes images from multiple domains, although domains are not known (latent).

2

~Novel Tasks~
VISUAL REPRESENTATION LEARNING OVER LATENT DOMAINS

https://openreview.net/pdf?id=kG0AtPi6JI1


Treat a video as a canvas of N frames observed at the same time (i.e. convert time to spatial domain).

3

~Novel Tasks~
An Image Classifier Can Suffice For Video Understanding

https://arxiv.org/pdf/2106.14104.pdf


Summary

~To improve Self-supervised Learning~

~To improve Continual Learning~

~To improve Pre-training~

~ To improve Vision Transformers Efficiency~

Retain visual variation of subtypes of objects (i.e. object states).

Retain the smoothness of loss landscape -> No need for heavy pre-training & augmentation.

Retain variation of visual features: Variance/Rotation. 

Retain self-supervised representation learning.



Discussion

Is full supervision dead yet? 

How to determine which variation to store (and neglect)?

Is image-to-human label paradigm causing lots of information to be lost (therefore less transferable)?


